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Summary. The Markov chain Monte Carlo (MCMC) method, as a computer-intensive statistical tool, has enjoyed an enormous upsurge in interest over the last few years. This paper provides a simple, comprehensive and tutorial review of some of the most common areas of research in this field. We begin by discussing how MCMC algorithms can be constructed from standard building-blocks to produce Markov chains with the desired stationary distribution. We also motivate and discuss more complex ideas that have been proposed in the literature, such as continuous time and dimension jumping methods. We discuss some implementational issues associated with MCMC methods. We take a look at the arguments for and against multiple replications, consider how long chains should be run for and how to determine suitable starting points. We also take a look at graphical models and how graphical approaches can be used to simplify MCMC implementation. Finally, we present a couple of examples, which we use as case-studies to highlight some of the points made earlier in the text. In particular, we use a simple changepoint model to illustrate how to tackle a typical Bayesian modelling problem via the MCMC method, before using mixture model problems to provide illustrations of good sampler output and of the implementation of a reversible jump MCMC algorithm.
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1. Introduction

The integration operation plays a fundamental role in Bayesian statistics. For example, given a sample y from a distribution with likelihood \( L(y|x) \) and a prior density for \( x \in \mathbb{R}^n \) given by \( p(x) \), Bayes's theorem relates the posterior \( \pi(x|y) \) to the prior via the formula

\[
\pi(x|y) \propto L(y|x) \, p(x),
\]

where the constant of proportionality is given by

\[
\int L(y|x) p(x) \, dx.
\]

Given the posterior, and in the case where \( x = (x_1, x_2) \) is multivariate, for example, we may be interested in the marginal posterior distributions, such as

\[
\pi(x_1|y) = \int \pi(x_1, x_2|y) \, dx_2.
\]

Alternatively, we might be interested in summary inferences in the form of posterior expectations, e.g.

†Address for correspondence: Department of Mathematics, University of Bristol, University Walk, Bristol, BS8 1TW, UK.

© 1998 Royal Statistical Society 0039-0526/98/47069
\[ \mathbb{E}\{\theta(x)|y\} = \int \theta(x) \pi(x|y) \, dx. \quad (3) \]

Thus, the ability to integrate often complex and high dimensional functions is extremely important in Bayesian statistics, whether it is for calculating the normalizing constant in expression (1), the marginal distribution in equation (2) or the expectation in equation (3).

Often, an explicit evaluation of these integrals is not possible and, traditionally, we would be forced to use numerical integration or analytic approximation techniques; see Smith (1991). However, the Markov chain Monte Carlo (MCMC) method provides an alternative whereby we sample from the posterior directly, and obtain sample estimates of the quantities of interest, thereby performing the integration implicitly.

The idea of MCMC sampling was first introduced by Metropolis et al. (1953) as a method for the efficient simulation of the energy levels of atoms in a crystalline structure and was subsequently adapted and generalized by Hastings (1970) to focus on statistical problems, such as those described above. The idea is extremely simple. Suppose that we have some distribution \( \pi(x) \), \( x \in E \subseteq \mathbb{R}^p \), which is known only up to some multiplicative constant. We commonly refer to this as the target distribution. If \( \pi \) is sufficiently complex that we cannot sample from it directly, an indirect method for obtaining samples from \( \pi \) is to construct an aperiodic and irreducible Markov chain with state space \( E \), and whose stationary (or invariant) distribution is \( \pi(x) \), as discussed in Smith and Roberts (1993), for example. Then, if we run the chain for sufficiently long, simulated values from the chain can be treated as a dependent sample from the target distribution and used as a basis for summarizing important features of \( \pi \).

Under certain regularity conditions, given in Roberts and Smith (1994) for example, the Markov chain sample path mimics a random sample from \( \pi \). Given realizations \( \{X_t: t = 0, 1, \ldots\} \) from such a chain, typical asymptotic results include the distributional convergence of the realizations, i.e. the distribution of the state of the chain at time \( t \) converges to \( \pi \) as \( t \to \infty \), and the consistency of the ergodic average, i.e., for any scalar functional \( \theta \),

\[ \frac{1}{n} \sum_{t=1}^{n} \theta(X_t) \xrightarrow{D} \mathbb{E}_\pi\{\theta(X)\} \quad \text{almost surely.} \]

Many important implementational issues are associated with MCMC methods. These include (among others) the choice of transition mechanism for the chain, the number of chains to be run and their length, the choice of starting values and both estimation and efficiency problems. These will be discussed further in Section 3.

In the next section we discuss some of the basic MCMC methods proposed in the literature, before moving on to discuss implementational issues associated with these methods. In Section 4 we discuss some more complex forms of the MCMC method, for use in cases where the standard algorithms perform poorly. Finally, in Section 5 we present some applications of these methods, which illustrate many of the points raised in the earlier sections of the paper.

2. The standard Markov chain Monte Carlo updating schemes

The common undergraduate approach to Markov chain theory, that is familiar to us all, is to start with some transition distribution (a transition matrix in the discrete case) modelling some process of interest, to determine conditions under which there is an invariant or stationary distribution and then to identify the form of that limiting distribution. MCMC methods involve the solution of the inverse of this problem whereby the stationary distribution is known, and it is the transition distribution that needs to be identified, though in practice there may be infinitely many distributions to choose from. For the purposes of this paper, we shall denote the Markov chain transition
distribution (or transition kernel) by $\mathcal{K}$, so that, if the chain is at present in state $x$, then the conditional distribution of the next state of the chain $y$, given the present state, is denoted by $\mathcal{K}(x, y)$.

The main theorem underpinning the MCMC method is that any chain which is irreducible and aperiodic will have a unique stationary distribution, and that the $t$-step transition kernel will ‘converge’ to that stationary distribution as $t \to \infty$. (See Meyn and Tweedie (1993) for discussion, proof and explanation of the unfamiliar terms.) Thus, to generate a chain with stationary distribution $\pi$, we need only to find transition kernels $\mathcal{K}$ that satisfy these conditions and for which $\pi \mathcal{K} = \pi$, i.e. $\mathcal{K}$ is such that, given an observation $x \sim \pi(x)$, if $y \sim \mathcal{K}(x, y)$, then $y \sim \pi(y)$, also.

A Markov chain with stationary distribution $\pi$ is called time reversible (or simply reversible) if its transition kernel $\mathcal{K}$ is such that it exhibits detailed balance, i.e.

$$\pi(x) \mathcal{K}(x, y) = \pi(y) \mathcal{K}(y, x).$$  \hspace{1cm} (4)

This essentially means that the chain would look the same whether you ran it forwards in time or backwards. The behaviour of reversible chains is well understood, and it is a desirable property for any MCMC transition kernel to have, since any transition kernel for which equation (4) holds will have stationary distribution $\pi$.

Traditionally, the MCMC literature has talked only in terms of MCMC samplers and algorithms. However, this unnecessarily restricts attention to Markov chains based on only a single form of transition kernel. In practice, it is often most sensible to combine a number of different transition kernels to construct a Markov chain which performs well. Thus, it is perhaps more appropriate to discuss not MCMC algorithms but MCMC updates or transitions, and this is the approach that we adopt here. In practice, the manner in which different transitions are combined is by splitting the state vector of the Markov chain into a number of distinct components and by using different transition kernels to update each component. We shall discuss how these updating schemes can be combined in greater detail in Section 2.3, but first we introduce what might be considered the most standard transition types for updating components of the state vector. We begin with the Gibbs transition kernel.

2.1. The Gibbs transition kernel
The Gibbs sampler was introduced to the image analysis literature by Geman and Geman (1984) and subsequently to the statistics literature by Besag and York (1989), followed by Gelfand and Smith (1990). The Gibbs sampler proceeds by splitting the state vector into a number of components and updating each in turn by a series of Gibbs transitions. We shall discuss the Gibbs sampler in Section 2.3 and concentrate here on the Gibbs transition kernel on which it is based.

Suppose that we split the state vector into $k \leq p$ components, so that $x = (x_1, \ldots, x_k) \in \mathbb{R}^p$. Having selected component $x_i$ to be updated, the Gibbs transition kernel involves sampling a new state $x' = (x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_k)$, sampling $y$ from the conditional distribution of $x$, given the other variables.

More formally, if we let $\pi(x_i|x_{(i)})$ denote the conditional distribution of $x_i$, given the values of the other components $x_{(i)} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_k)$, then a single Gibbs transition updates $x_i$ by sampling a new value for $x_i$ from $\pi(x_i|x'_{(i)})$.

Conceptually, the Gibbs transition is fairly straightforward. Ideally, the conditional distribution $\pi(x_i|x_{(i)})$ will be of the form of a standard distribution and a suitable prior specification often ensures that this is the case. However, in the cases where it is non-standard, there are many ways to sample from the appropriate conditionals. Examples include the ratio method (Wakefield et al., 1991) or, if the conditional is both univariate and log-concave, adaptive rejection sampling (Gilks and Wild, 1992) may be used. The crucial point to note here is that, contrary to ordinary simu-
lation, we only require a single observation from these distributions; thus simulation methods with low start-up costs are essential. Alternatively, the introduction of auxiliary variables, although increasing the dimensionality, may be used to turn the relevant conditional into a standard distribution; see Section 3.6.

2.2. Metropolis–Hastings updates

An alternative, and more general, updating scheme is as a form of generalized rejection sampling, where values are drawn from arbitrary (yet sensibly chosen) distributions and ‘corrected’ so that, asymptotically, they behave as random observations from the target distribution. This is the motivation for methods such as the Metropolis–Hastings updating scheme.

The Metropolis–Hastings updating scheme was first described by Hastings (1970) as a generalization of the Metropolis algorithm of Metropolis et al. (1953). Given a partition of the state vector into components, i.e. \( x = (x_1, \ldots, x_k) \), and that we wish to update the \( i \)th component, the Metropolis–Hastings update proceeds as follows. We begin with a density for generating candidate observations \( y \), such that \( y(i) = x(i) \), and which we denote by \( q(x, y) \). The definition of \( q \) is essentially arbitrary, subject to the condition that the resulting chain is aperiodic and irreducible and has stationary distribution \( \pi \) and, in practice, it is generally selected so that observations may be generated from it with reasonable ease. Having generated a new state \( y = (x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots, x_k) \), from density \( q(x, y) \), we then accept this point as the new state of the chain with probability \( \alpha(x, y) \), given by

\[
\alpha(x, y) = \min \left\{ 1, \frac{\pi(y)q(y, x)}{\pi(x)q(x, y)} \right\}.
\]

However, if we reject the proposed point, then the chain remains in the current state.

Note that this form of acceptance probability is not unique, since there may be many acceptance functions which provide a chain with the desired properties. However, Peskun (1973) shows that this form is optimal in that suitable candidates are rejected least often and so statistical efficiency is maximized.

The resulting transition kernel \( P(x, A) \), which denotes the probability that the next state of the chain lies within some set \( A \), given that the chain is currently in state \( x \), is given by

\[
P(x, A) = \int_A \mathcal{K}(x, y) \, dy + r(x) I_A(x),
\]

where

\[
\mathcal{K}(x, y) = q(x, y) \alpha(x, y),
\]

i.e. the density associated with selecting a point which is accepted, and

\[
r(x) = 1 - \int_E q(x, y) \alpha(x, y) \, dy,
\]

i.e. the size of the point mass associated with a rejection. Here, \( I_A \) denotes the indicator function, and \( \mathcal{K} \) satisfies the reversibility condition of equation (4), implying that the kernel \( P \) also preserves detailed balance for \( \pi \).

\( \pi(\cdot) \) only enters \( \mathcal{K} \) through \( \alpha \) and the ratio \( \pi(y)/\pi(x') \), so knowledge of the distribution only up to a constant of proportionality is sufficient for implementation. Also, in the case where the candidate generating function is symmetric, i.e. \( q(x, y) = q(y, x) \), the acceptance function reduces to
\[ \alpha(x, y) = \min \left\{ 1, \frac{\pi(y)}{\pi(x)} \right\}. \] (6)

This special case is the original Metropolis update of Metropolis et al. (1953). There is an infinite range of choices for \( q \); see Tierney (1994) and Chib and Greenberg (1995), for example. However, we restrict our attention to only a few special cases here.

2.2.1. Random walk Metropolis updating
If \( q(x, y) = f(y - x) \) for some arbitrary density \( f \), then the kernel driving the chain is a random walk, since the candidate observation is of the form \( y^{t+1} = x^t + z \), where \( z \sim f \). There are many common choices for \( f \), including the uniform distribution on the unit disc, a multivariate normal or a \( t \)-distribution. These are symmetric, so the acceptance probability is of the simple form given in equation (6).

2.2.2. The independence sampler
If \( q(x, y) = f(y) \), then the candidate observation is drawn independently of the current state of the chain. In this case, the acceptance probability can be written as
\[
\alpha(x, y) = \min \left\{ 1, \frac{w(y)}{w(x)} \right\},
\]
where \( w(x) = \pi(x)/f(x) \) is the importance weight function that would be used in importance sampling given observations generated from \( f \). In some senses, the ideas of importance sampling and the independence sampler are closely related. The essential difference between the two is that the importance sampler builds probability mass around points with large weights, by choosing those points relatively frequently. In contrast, the independence sampler builds up probability mass, on points with high weights, by remaining at those points for long periods of time.

2.2.3. The Gibbs sampler
The Gibbs transition can be regarded as a special case of a Metropolis–Hastings transition, as follows. Suppose that we wish to update the \( i \)th element of \( x \); then we can choose proposal \( q \), so that
\[
q(x, y) = \begin{cases} 
\pi(y|x_{(i)}) & y_{(i)} = x_{(i)}, \ i = 1, \ldots, k, \\
0 & \text{otherwise}.
\end{cases}
\]
With this proposal, the corresponding acceptance probability is given by
\[
\alpha(x, y) = \frac{\pi(y)q(y, x)}{\pi(x)q(x, y)}
= \frac{\pi(y)/\pi(y|x_{(i)})}{\pi(x)/\pi(x|x_{(i)})},
= \frac{\pi(y|x_{(i)})}{\pi(x|x_{(i)})}, \quad \text{since } y_{(i)} = x_{(i)},
= \frac{\pi(y_{(i)})}{\pi(x_{(i)})}, \quad \text{by definition of conditional probability for } \theta = (\theta_{(i)}, \theta_{(i)}),
= 1, \quad \text{since } y_{(i)} = x_{(i)}.
\]
Thus, at each step, the only possible jumps are to states \( y \) that match \( x \) on all components other than the \( i \)th, and these are automatically accepted. Hence, it is clear that the resulting transition function is of the same form as that of the Gibbs transition.

### 2.3. Combining kernels

As we discussed earlier it is common, in practice, to combine a number of different transition kernels within a single chain to improve desirable aspects of convergence. Given an appropriate set of Markov kernels \( K_1, \ldots, K_m \), Tierney (1994) showed that, under weak conditions on the \( K_i \), a hybrid algorithm consisting of mixtures or cycles of these kernels may be combined to produce a chain with the desired stationary distribution. In a mixture (or random sweep), probabilities \( \alpha_1, \ldots, \alpha_m \) are specified and, at each step, one of the kernels is selected according to these probabilities whereas, in a cycle (or systematic sweep), each of the kernels is used in a predetermined sequence, which is repeated until the sampler is stopped. Thus, we can combine different transition kernels within a single algorithm to form a chain with stationary distribution \( \pi \).

Having split the state vector into components, a cycle of a number of different types of component updates, which themselves are not necessarily sufficient to produce a chain with stationary distribution \( \pi \), may be combined to form a single iteration of an MCMC sampler which does. In many cases, it is natural to work with a complete breakdown of the state space into scalar components, so that \( k = p \). However, the convergence rate of the resulting chain may often be improved by blocking highly correlated variables and updating them together, as discussed in Roberts and Sahu (1997).

The Gibbs sampler is an example of a component-based MCMC algorithm, since it uses a fixed sequence of Gibbs transition kernels each of which updates a different component of the state vector, as follows. Given an arbitrary starting value \( x^0 = (x_1^0, \ldots, x_p^0) \), the Gibbs sampler proceeds by systematically updating each variable in turn, via a single Gibbs update, as follows:

\[
\begin{align*}
x_1^1 & \text{ is sampled from } \pi(x_1 | x_{(1)}^0); \\
x_2^1 & \text{ is sampled from } \pi(x_2 | x_1^1, x_2^0, \ldots, x_p^0); \\
& \quad \vdots \\
x_i^1 & \text{ is sampled from } \pi(x_i | x_j^1, j < i, x_j^0, j > i); \\
& \quad \vdots \\
x_k^1 & \text{ is sampled from } \pi(x_k | x_{(k)}^1).
\end{align*}
\]

This completes a transition from \( x^0 \) to \( x^1 \).

The full cycle of random variate generations from each of the full conditionals in turn produces a sequence \( x^0, x^1, \ldots, x^t, \ldots \) which is a realization of a Markov chain with transition density for going from \( x^t \) to \( x^{t+1} \) given by

\[
K(x^t, x^{t+1}) = \prod_{i=1}^p \pi(x_i^{t+1} | x_{(i)}^{t+1}), \quad j < l, \text{ and } x_j^0, j > l,
\]

and stationary distribution \( \pi \); see Smith and Roberts (1993), for example. This sampling algorithm, where each component is updated in turn, is sometimes referred to as the systematic
sweep Gibbs sampler. However, the Gibbs transition kernels need not be used in this systematic manner, and many other implementations are possible, such as the random sweep Gibbs sampler, which randomly selects a component to update at each iteration, and thus uses a mixture (rather than a cycle) of Gibbs updates. The fact that Gibbs transitions are a special case of Metropolis–Hastings updates makes it clear that we may also use more general Metropolis–Hastings transitions within this updating framework.

One particularly useful consequence of this observation is that Metropolis–Hastings steps may be introduced into the Gibbs sampler, so that components whose conditional distributions are of a standard form may be sampled directly from the full conditional, whereas those with non-standard distributions are updated via a Metropolis–Hastings step, as discussed in Tierney (1994). Generally, this is simpler to implement than the alternative methods discussed at the end of Section 2.1 but may sometimes result in a ‘slow’ Markov chain, because of the rejection of Metropolis proposals, restricting ‘movement’ around the state space in these directions.

We do have some restrictions on the way in which different transition kernels can be combined. For example, we must retain the properties of aperiodicity and irreducibility for the resulting chain. This may often be achieved by ensuring that each component would be updated infinitely often if the chain were continued indefinitely. In addition, we may also lose the property of reversibility by using certain combinations of transition kernels. For example the random scan Gibbs sampler is reversible, whereas the systematic scan Gibbs sampler is not. However, if we systematically update each component in turn and then repeat the same procedure backwards, we obtain the reversible Gibbs sampler which, of course, is reversible. See Roberts and Sahu (1997) for further discussion on this topic.

3. Practical implementation issues

Having examined the basic building-blocks for standard MCMC samplers, we now discuss issues associated with their implementation. An excellent discussion of some of these issues is provided by Kass et al. (1997).

3.1. How many iterations?

One practical problem associated with using MCMC methods is that, to reduce the possibility of inferential bias caused by the effect of starting values, iterates within an initial transient phase or burn-in period are discarded. One of the most difficult implementational problems is that of determining the length of the required burn-in, since rates of convergence of different algorithms on different target distributions may vary considerably.

Ideally, we would like to compute analytically or to estimate a convergence rate and then to take sufficient iterations for any particular desired accuracy. For example, given geometric ergodicity, in which case the t-step transition distribution \( P'(x, \cdot) \) is such that

\[
|P'(x, \cdot) - \pi(\cdot)| \leq M(x)\rho^t,
\]

for some \( M, \rho \in \mathbb{R} \), we might stop the chain once \( |P'(x, \cdot) - \pi(\cdot)| \leq \epsilon \), for some \( \epsilon > 0 \), in which case the length of the burn-in period is given by

\[
t^* = \frac{\log(\epsilon/M(x))}{\log(\rho)}.
\]

However, in general, it is extremely difficult to prove even the existence of a geometric rate of convergence to stationarity (Roberts and Tweedie, 1996) and there are many commonly used
algorithms which frequently fail to converge geometrically quickly at all.

Roberts and Polson (1994), Chan (1993), Schervish and Carlin (1992) and Roberts and Tweedie (1996) provide qualitative geometric convergence results for quite general classes of target densities. Although these results have theoretical import in ensuring the existence of central limit theorems, they do not offer explicit bounds on the rate of convergence, which could be used to determine MCMC sample lengths. However, there are some methods which do provide bounds on convergence rates.

Diaconis and Stroock (1991) proposed a bound based on the Poincaré inequality, which may be used in cases where the state space of the chain is discrete. In essence, this method gains a measure of the ‘flow’ of the chain from state to state to bound the convergence rate. Lawler and Sokal (1988) provided an estimate of the convergence rate of a continuous state space Markov chain, based on Cheeger’s inequality. They bounded the convergence rate by a measure of probability flow from a given set to its complement. Sinclair and Jerrum (1988) provided the same bound, motivated in the context of capacitance from the physics literature. Similar computable bounds have also been derived by Meyn and Tweedie (1994). However, for complex target distributions, the approximations that are necessary for any of these bounds to be analytically tractable lead to bounds that are too weak to be of much practical value.

Finally, Rosenthal (1995a) provided a bound on the convergence rate of a continuous state space Markov chain, based on a coupling of two independent chains. This method is somewhat more practical than other methods but can require a substantial amount of analytical work to gain the appropriate bound on the convergence rate. This problem is addressed by Cowles and Rosenthal (1996) who discussed various numerical approximation techniques, but these are generally computationally expensive to compute. However, this method has been applied to many problems; see Rosenthal (1993a, b, c).

It is possible to construct less general bounds, applicable to only a small class of samplers. For example, Amit and Grenander (1991), Amit (1991) and Roberts and Sahu (1997) all proposed bounds which can be used in the case where the target distribution is Gaussian (or approximately Gaussian). Similarly, Polson (1996) discussed approaches to the estimation of the convergence rate in the case where the target distribution is log-concave. Finally, Liu (1994) provided a method for exact calculation of the rate of convergence for the independence sampler. If the importance weight \( w(x) \) has a finite maximum \( w^* \) for some \( x = x^* \in E \), then the convergence rate of the chain is given by \( \rho = 1 - 1/w^* \). Thus, the independence sampler converges geometrically to \( \pi \), whenever \( w^* < \infty \). This result is further discussed in Mengersen and Tweedie (1995) and extended in Smith and Tierney (1996) and is particularly easy to use. However, no similar results exist for more general samplers such as the Gibbs sampler or the Metropolis–Hastings algorithm.

Since general, practical, bounds on the convergence rate are rarely available, a large amount of work has been performed on the statistical analysis of sampler output to tell, either a posteriori or during run time, whether or not the chain converges during a particular sample run. Such techniques are known as convergence diagnostics and use the sample path of the chain, together with any other available information, to try to determine how long the chains should be allowed to run. In practice, such diagnostics tend to be of limited use since, for example, Asmussen et al. (1992) showed that no one diagnostic method will work for all problems. However, some very useful methods have been proposed.

There are various informal methods for the diagnosis of convergence of MCMC algorithms. Examples include Gelfand’s thick pen technique (Gelfand et al., 1990) and the use of quantile and autocorrelation plots, as suggested by Gelfand and Smith (1990). There are also other ad hoc methods proposed in the physics and computer science literature; see Kimbler and Knight,(1987)
and Gafarian et al. (1978), for example. In general, these informal methods are easy to implement and can provide a feel for the behaviour of the Markov chain.

However, various, more elaborate, methods have been proposed in the literature. See Cowles and Carlin (1996), Robert (1996) and Brooks and Roberts (1996) for reviews. These include eigenvalue estimation techniques, such as those proposed by Raftery and Lewis (1992) and Garren and Smith (1995), which attempt to estimate the convergence rate of the sampler via appropriate eigenvalues. Gelman and Rubin (1992) proposed a diagnostic based on a classical analysis of variance to estimate the utility of continuing to run the chain. This method has subsequently been extended by Brooks and Gelman (1997). Geweke (1992) and Heidelberger and Welch (1983) used spectral density estimation techniques to perform hypothesis tests for stationarity, whereas Yu and Mykland (1997) and Brooks (1996) used cumulative sum path plots to assess convergence.

Convergence diagnostics that include additional information beyond the simulation draws themselves include weighting-based methods proposed by Ritter and Tanner (1992) and Zellner and Min (1995), and the kernel-based techniques of Liu et al. (1993) and Roberts (1994), which attempt to estimate the $L^2$-distance between the $t$-step transition kernel and the stationary distribution. Similarly, Yu (1995) and Brooks et al. (1997) provided methods for calculating the $L^1$-distances between relevant densities. These methods have the advantage that they assess convergence of the full joint density. However, in general, they have proved computationally expensive to implement and difficult to interpret.

There are also several methods which, although not actually diagnosing convergence, attempt to ‘measure’ the performance of a given sampler. These can be used either instead of or in addition to the other methods described above. Such methods include those described by Mykland et al. (1995) and Robert (1996), which make use of Markov chain splitting ideas to introduce regeneration times into MCMC samplers. Mykland et al. (1995) showed how monitoring regeneration rates can be used as a diagnostic of sampler performance. They argued that high regeneration rates, and regeneration patterns which are close to uniform, suggest that the sampler is working well, whereas low regeneration rates may indicate dependence problems with the sampler. Similarly, Robert (1996) suggested monitoring several estimates of the asymptotic variance of a particular scalar functional, each of which is based on a different atom of the regenerative chain. An alternative performance assessment technique was suggested by Brooks (1998), who provided a bound on the proportion of the state space covered by an individual sample path, in the case where the target density is log-concave.

3.2. How many more iterations?

In any practical application of the MCMC method, it is necessary to determine how long the simulations need to be run. Since the sampler output is generally used as a basis for inference, the number of iterations required will be dependent on the problem in hand. However, computation time and storage limits may also be a consideration. For example, it may often be necessary to thin the observations by saving only every $k$th observation, for some suitable value of $k$, to reduce these computational ‘overheads’.

For an independent and identically distributed (IID) sample of size $n$ from a posterior distribution $\pi$, the standard deviation of the sample mean of a scalar functional $\theta(X)$ is $\sigma/\sqrt{n}$, where $\sigma$ is the posterior standard deviation of $\theta$. If a preliminary estimate of $\sigma$ is available, perhaps from some pilot run of the chain, then this can be used to estimate the sample size that would be required for an IID sample.

Alternatively, if the series can be approximated by a first-order autoregressive process, then the
asymptotic standard deviation of the sample mean is given by

$$\frac{\sigma}{\sqrt{n}} \sqrt{\left(\frac{1 + \rho}{1 - \rho}\right)},$$

where $\rho$ is the autocorrelation of the series $\theta(X_t)$, and this may be used to estimate the sample size that is required.

An alternative approach was suggested by Raftery and Lewis (1992), who proposed a method for determining how long the sampler should be run, based on a short pilot run of the sampler. They used the central limit theorem to justify the assumption that the ergodic average, given by

$$\bar{\theta}_n = \frac{1}{n} \sum_{t=1}^{n} \theta(x') \xrightarrow{n \to \infty} \theta,$$

for some functional $\theta(\cdot)$, will be asymptotically normal for large $n$. They then estimated the value of $n$ that is necessary to ensure that

$$P[\theta - \epsilon \leq \bar{\theta}_n \leq \theta + \epsilon] = 1 - \alpha,$$

for some $\epsilon > 0$ and $0 < \alpha < 1$. This suggests taking

$$n \approx \text{var}(\bar{\theta}) \left\{\frac{\Phi^{-1}(1 - \alpha/2)}{\epsilon}\right\}^2,$$

where $\Phi(\cdot)$ is the standard normal cumulative distribution function and $\text{var}(\bar{\theta})$ is an estimate of the variance of the ergodic average, based on the observations gained from the pilot run. Geyer (1992) has provided a detailed discussion of such issues.

3.3. One run or many?

One of the most contentious issues associated with the implementation of MCMC algorithms is in choosing whether to run one long chain or several shorter chains in parallel; see Gelman and Rubin (1992) and Geyer (1992). The argument for taking a single long run is that the chain will be ‘closer’ to the target distribution at the end of one long run than it would be at the end of any number of shorter runs, and that several shorter runs may be wasteful, in that initial ‘warm-up’ periods must be discarded from each. In contrast, proponents of the ‘many replications’ approach argue that, although a single run will eventually cover the entire sample space, by taking a number of parallel replications, we can guard against a single chain leaving a ‘significant proportion’ of the sample space unexplored. By taking several chains, each started in different states, it is also possible to monitor the sample paths to determine how well the chains have mixed, i.e. to what extent the outputs from the different chains are indistinguishable. In essence, multiple replications protect against bias by attempting to ensure that the sampler output covers the entire sample space, whereas one long run provides less variable estimates, since ergodic averages are based on a larger sample. However, the one-sided nature of the reassurance provided by multiple runs should be noted, since only poor performance can be truly detected.

An alternative to running multiple replications is to use regenerative methods to restart the chain at appropriate regeneration times. Implementation details of an approach to regenerative simulation, obtained by interspersing the Gibbs sampler with steps from the independence sampler, are described in Mykland et al. (1995). In this manner, a single long chain may be run, and then split, to produce multiple replications which will be closer to the stationary distribution than would many independent shorter chains, since they consist of observations taken from the
end of a single long run. However, one advantage of the use of traditional parallel runs is that, in certain applications, the implementation can take advantage of parallel computing technology, whereas the computation of regenerations can be both difficult and expensive.

3.4. Starting point determination
Another important issue is the determination of suitable starting points. Of course, any inference gained via MCMC sampling will be independent of the starting values, since observations are only used after the chain has achieved equilibrium, and hence lost all dependence on those values. However, the choice of starting values may affect the performance of the chain and, in particular, the speed and ease of detection of convergence. If we choose to run several replications in parallel, Gelman and Rubin (1992) argued that, to detect convergence reliably, the distribution of starting points should be overdispersed with respect to the target distribution. Several methods have been proposed for generating initial values for MCMC samplers.

Many users adopt ad hoc methods for selecting starting values. Approaches include simplifying the model, by setting hyperparameters to fixed values, or ignoring missing data, for example. Alternatively, maximum likelihood estimates may provide starting points for the chain or, in the case where informative priors are available, the prior might also be used to select suitable starting values. However, more rigorous methods are also available.

Gelman and Rubin (1992) proposed a simple mode-finding algorithm to locate regions of high density and sampling from a mixture of $t$-distributions located at these modes to generate suitable starting values. An alternative approach is to use a simulated annealing algorithm to sample initial values. Brooks and Morgan (1994) described the use of an annealing algorithm to generate ‘well-dispersed’ starting values for an optimization algorithm, and a similar approach may be used to generate initial values for MCMC samplers. See also Applegate et al. (1990) for the use of a simulated annealing algorithm in this context.

3.5. Alternative parameterizations
Another important implementational issue is that of parameterization. As we discussed in the context of the Gibbs sampler, high correlations between variables can slow down the convergence of an MCMC sampler considerably. Thus, it is common to reparameterize the target distribution so that these correlations are reduced; see Hills and Smith (1992), Robert and Mengersen (1995) and Gilks and Roberts (1996), for example.

Approximate orthogonalization has been recommended to provide uncorrelated posterior parameters. However, in high dimensions, such approximations become computationally infeasible. An alternative approach, called hierarchical centring, is given by Gelfand et al. (1995) and involves introducing extra layers in a hierarchical model to provide a ‘better behaved posterior surface’. However, such methods may only be applied to specific models with a suitable linear structure, as discussed in Roberts and Sahu (1997). It should also be noted that by reparameterizing it is sometimes possible to ensure that the full conditionals conform to standard distributions; see Hills and Smith (1992). This simplifies the random variate generation in the Gibbs sampler, for example.

3.6. Auxiliary variables
A related issue is that of the introduction of auxiliary variables to improve convergence, particularly in the case of highly multimodal target densities. The idea of using auxiliary variables to improve MCMC performance was first introduced in the context of the Ising model by

Basically, auxiliary variables techniques involve the introduction of one or more additional variables \( u \in U \) to the state variable \( x \) of the Markov chain. In many cases, these additional (or auxiliary) variables have some physical interpretation, in terms of temperature or some unobserved measurement, but this need not be the case. For MCMC simulation, the joint distribution of \( x \) and \( u \) is defined by taking \( \pi(x) \) to be the marginal for \( x \) and specifying the conditional \( \pi(u|x) \) arbitrarily. We then construct a Markov chain on \( E \times U \), which (at iteration \( t \)) alternates between two types of transition. First, \( u_{t+1} \) is drawn from \( \pi(u|x_t) \). Then, the new state of the chain, \( x_{t+1} = y \), is generated by any method which preserves detailed balance for the conditional \( \pi(x|u) \), i.e. from some transition function \( p(x', y) \), such that

\[
\pi(x|u)p(x, y) = \pi(y|u)p(y, x).
\]

In this way, we generate observations \( \{x'\} \), with stationary distribution \( \pi \), overcoming problems associated with slow convergence and multimodality, for example. In practice, all that we are doing is providing a chain on \( E \times U \) which converges to some distribution, such that the marginal distribution for \( x \) is \( \pi \). Thus, we simply run the chain on the augmented state space and retain only the \( x \)-values observed, discarding the \( u \).

In general, rather little is known about the theoretical properties of auxiliary variables techniques, though many researchers provide examples where the mixing of the chain is improved by adding additional variables to the state space. One exception to this is the technique known as slice sampling, most recently discussed by Roberts and Rosenthal (1997) and Mira and Tierney (1997), and previously by Besag and Green (1993) and Edwards and Sokal (1988). The general idea is that if the target distribution can be written as a product of a finite number of densities, i.e.

\[
\pi(x) = \prod_{i=0}^{k} f_i(x),
\]

then the following algorithm will produce a Markov chain with stationary distribution \( \pi \). Given \( x' \), we sample \( k \) independent uniform random variables, \( u_i^{t+1} \sim U\{0, f_i(x')\} \), \( i = 1, \ldots, k \), and then generate the new state of the chain by sampling from the density proportional to \( f_0(x) I_{L(u^{t+1})}(x) \), where

\[
L(u^{t+1}) = \{x: f_i(x) \geq u_i, i = 1, \ldots, k\},
\]

and \( I_A(\cdot) \) denotes the indicator function for the set \( A \). Roberts and Rosenthal (1997) provided convergence results for several different implementations of this scheme. They showed that slice sampling schemes usually converge geometrically and also provided practical bounds on the convergence rate for quite general classes of problems. Some applications of such schemes are provided by Damien et al. (1997).

3.7. Graphical models and modelling

Graphical models and graphical representations are playing an increasingly important role in statistics, and in Bayesian statistical modelling in particular; see Whittaker (1990), Almond (1995), Edwards (1995) and Lauritzen (1996). Relationships between variables in a model can be represented graphically by letting nodes in a graph represent those variables and edges between nodes represent the presence, or otherwise, of a direct relationship, defined in terms of conditional
independence, between them. Such graphs are usually presented as a hierarchical structure, with those variables which exert the most direct influence on the data placed closest to the bottom, and those of lesser influence placed in decreasing order up the graph. Such graphs provide simple representations of the conditional independence structure of the model, simplifying the implementation of MCMC algorithms by indicating which other variables feature in the full conditional distribution of any given variable. Such models have been used for a long time, but their representation via graphs of this sort is relatively new and is becoming increasingly common in the MCMC literature; see Lauritzen and Spiegelhalter (1988), Berzuini et al. (1997), Madigan and York (1995) and Spiegelhalter et al. (1996a). We begin with the concept of a directed acyclic graph (DAG).

A directed graph consists of a collection of nodes and directed edges, where the direction of an edge between two nodes represents the direction of the relationship between the two corresponding variables. Nodes may be represented in two ways: either as a circle, denoting that the value of the corresponding variable is unknown and thus subject to estimation, or by a square in which case the value of that variable is known. Thus, observed data and prior or hyperprior parameters are often represented by square nodes.

Cycles in the graph occur when there is a set of nodes which can be reached in sequence by traversing directed edges, such that the first and final nodes in the set are the same. A directed graph in which there are no cycles is called a DAG. A typical (if extremely simple) DAG may look something like that of Fig. 1. Here, nodes \( A \) and \( B \) are referred to as the parents of \( C \). Similarly, node \( D \) is a child of \( C \). In addition, nodes \( A \) and \( B \) may be referred to as spouses in that, together, they produce (or inform) a child \( C \).

Fig. 1 represents the belief that parameter \( C \) depends on the values of the parameters \( A \) and \( B \). Similarly, parameter \( D \) depends on the value of parameter \( C \) but is conditionally independent of the values of \( A \) and \( B \), given the value of \( C \). This conditional independence between \( D \) and parameters \( A \) and \( B \) is represented in the graph by the absence of an edge between nodes \( A \) and \( D \) and between \( B \) and \( D \). In general terms, the graph tells us that, given the value of \( C \), knowing the values of \( A \) and \( B \) provides no extra information about parameter \( D \). We write

\[
D \perp A, B | C,
\]

In general, we have that for any particular node \( v \)

\[
v \perp \text{non-descendants of } v | \text{parents of } v.
\]

This implies that the joint distribution of both the parameters in the model, \( v \in V \) say, and the data, can be factorized as

---

\[\text{Fig. 1. Simple DAG}\]
\[ p(V) = \prod_{v \in V} p(v | \text{parents of } v) \]
\[ = p(A) p(B) p(D | C) p(C | A, B). \]

Thus, the DAG is equivalent to the factorization assumption that allows us to decompose the full joint distribution into smaller components.

If we are to use the MCMC method to fit such a model, then the DAG does not immediately provide us with all the information that we require. For example, if we knew \( C \) and were interested in estimating \( A \), the value of \( B \) would be of use in constructing that estimate. Hence, \( A \) is not conditionally independent of \( B \), given \( C \), and thus \( B \) features in the conditional distribution of \( A \), given the other parameters. If we intend to use MCMC sampling to fit models of this sort, then we require a complete specification of the dependence structure between all variables. This can be obtained via the conditional independence graph.

The conditional independence graph is obtained by *moralizing* the DAG. This involves *marrying* parents by introducing an edge between the parents of each node \( v \) in the graph. We then drop the directions of all edges to obtain the conditional independence graph. This graph provides us with all information regarding the relationships between the parameters in the model. For example, given a particular node \( v \), the full conditional distribution of that node, given the value of all the others, can be expressed as the product

\[ p(v | \text{rest}) \propto p(v | \text{parents of } v) \prod_{u \in C_v} p(u | \text{parents of } u), \]

where the set \( C_v \) denotes the set of children of node \( v \).

Thus, the conditional independence graph makes it easy to see which other parameters are required in the specification of the full conditional distributions for each parameter, and thus simplifies the implementation of MCMC algorithms for such models. See the example in Section 5.2 and, in particular, Fig. 3 later for an example of a DAG and its corresponding conditional independence graph, together with a discussion of their usefulness in implementing MCMC algorithms for problems of this sort.

### 3.8. Software

Despite the widespread use of the MCMC method within the Bayesian statistical community, surprisingly few programs are freely available for its implementation. This is partly because algorithms are generally fairly problem specific and there is no automatic mechanism for choosing the best implementation procedure for any particular problem. However, one program has overcome some of these problems and is widely used by many statistical practitioners. The program is known as BUGS; see Gilks et al. (1992) and Spiegelhalter et al. (1996a, b).

Currently restricted to the Gibbs sampler, the BUGS package can implement MCMC methodology for a wide variety of problems, including generalized linear mixed models with hierarchical, crossed, spatial or temporal random effects, latent variable models, frailty models, measurement errors in responses and covariates,ensored data, constrained estimation and missing data problems.

The package provides a declarative S-PLUS-type language for specifying statistical models. The program then processes the model and data and sets up the sampling distributions required for Gibbs sampling. Finally, appropriate sampling algorithms are implemented to simulate values of the unknown quantities in the model. BUGS can handle a wide range of standard distributions, and in the cases where full conditional distributions are non-standard but log-concave the method of adaptive rejection sampling (Gilks and Wild, 1992) is used to sample these components. In the
latest version (6), Metropolis–Hastings steps have also been introduced for non-log-concave conditionals, so that the package is no longer restricted to problems where the target density is log-concave. In addition, an stand-alone and menu-driven set of S-PLUS functions (CODA) is supplied with BUGS to calculate convergence diagnostics and both graphical and statistical summaries of the simulated samples.

Overall the package is extremely easy to use and is capable of implementing the Gibbs sampler algorithm for a wide range of problems. It is also freely available from the BUGS Web site at

http://www.mrc-bsu.cam.ac.uk/bugs/Welcome.html,

which has led to its being an extremely popular tool, widely used among practising statisticians.

Thus, there is a wide variety of MCMC algorithms which have been developed in the literature. Although many practitioners have their favourite sampler, it is important to understand that each has its own distinct advantages and drawbacks with respect to the others. Thus, the decision about which form of sampler to use for any particular problem should always be a considered one, based on the problem in hand.

4. Alternative updating schemes

Having discussed the most common forms of transition kernel, and various issues associated with the implementation of MCMC methods, we now discuss some new forms of transition kernel, which attempt to overcome problems associated with the standard updating schemes that were discussed in Section 2.

4.1. Simulated tempering and Metropolis-coupled Markov chain Monte Carlo methods

To overcome problems associated with slow mixing Markov chains, which become stuck in local modes, alternative methods based on the introduction of transition kernels with ‘flatter’ stationary distributions have been proposed.

Simulated tempering (Marinari and Parisi, 1992) and Metropolis-coupled MCMC methods (Geyer, 1991) are similar methods based on the idea of using a series of kernels $K_1, \ldots, K_m$, with corresponding (unnormalized) stationary densities $\pi_1, \ldots, \pi_m$. We take $\pi_1 = \pi$ and then the other kernels are chosen to progress in steps between two extremes: the ‘cold’ distribution $\pi_1$ and the ‘hot’ distribution $\pi_m$. For example, Geyer and Thompson (1995) suggested taking

$$
\pi_i(x) = \pi(x)^{1/n}, \quad i = 1, \ldots, m,
$$

in which case $\pi_\infty$ would correspond to a uniform distribution over the entire parameter space.

Having specified these kernels, together with their corresponding equilibrium densities, the Metropolis-coupled MCMC algorithm works as follows. We run $m$ chains $\{X_i^t\}$, $i = 1, \ldots, m$, where updates in chain $i$ use transition kernel $K_i$. At each iteration, after having updated each of the chains, we then select two chains and attempt to swap the states of these two chains. Suppose that we select chains $i$ and $j$, at time $t$; then we propose the swap $Y_i = X_j$ and $Y_j = X_i$. With probability

$$
\min\left\{1, \frac{\pi_i(Y_i) \pi_j(Y_j)}{\pi_i(X_i) \pi_j(X_j)}\right\},
$$

we accept the swap so that $X_i^t = Y_i$ and $X_j^t = Y_j$, i.e. the chains swap states. As a basis for inference, we use only the sample path of the chain with the correct stationary density, i.e. $\{X_i^t: t = 0, 1, \ldots\}$. 

This method essentially allows two types of update. One draws observations from some density \( \mathcal{K}_i \), and the second is based on a proposal generated from the potential swapping of states between chains. The acceptance probability (8) ensures that this second type of update preserves the stationary density.

The advantage of the second update is that the warmer distributions each mix progressively more rapidly than the cold distribution which is of primary interest. By allowing the chains to swap states we improve the mixing rate of the cold chain, by allowing for ‘jumps’ between points in the state space which might otherwise be very unlikely under the transition density \( \mathcal{K}_i \). Thus, the parameter space is traversed more rapidly and mixing is improved. The drawback, of course, is that we need to run \( m \) chains in parallel, whereas only the output from one is used as a basis for inference. Thus, the method may be considered computationally inefficient in this respect.

Simulated tempering is based on a similar idea but, rather than running \( m \) chains, we run only one and randomly swap between transition densities. Geyer and Thompson (1995) suggested setting \( p_{i,i+1} = p_{i-1,i} = \frac{1}{2}, \, i = 2, \ldots, m-1, \) and \( p_{1,2} = p_{m,m-1} = 1, \) where \( p_{i,j} \) is the probability of proposing that at any iteration the chain should move from sampler \( i \) to sampler \( j \). This proposal is then accepted with probability

\[
\min \left\{ 1, \frac{\pi_j(X) c_j p_{i,j}}{\pi_i(X) c_i p_{i,j}} \right\},
\]

where the \( c_i, \, i = 1, \ldots, m \), are approximate normalization constants for the densities \( \pi_i, \, i = 1, \ldots, m \). Thus, the temperature or sampler index follows a random walk on the integers \( 1, \ldots, m \). It is not essential that a random walk is used, but there has been very little work on alternative distributions.

Given a sample path from the resulting chain, we base our inference on all observations which were drawn from the cold sampler, i.e. with transition density \( \mathcal{K}_i \), and discard the remaining observations.

One of the main drawbacks of this method is the estimation of the normalization constants in expression (9). Several methods have been proposed for their estimation, such as reverse logistic regression via a Metropolis-coupled MCMC chain, stochastic approximation techniques and various ad hoc methods; see Geyer (1990) and Geyer and Thompson (1995). Alternatively, it may be possible to estimate these normalization constants from the sample path of the chain as it progresses, by noting that the prior distribution for the temperature index is also the marginal for that parameter in the joint distribution, sampled by the chain (Green, personal communication). This observation allows us to construct estimates of the \( c_i \) up to a multiplicative constant, which is all that we require in expression (9).

The other drawback with the method is the inefficiency associated with discarding all those observations generated from the ‘warmer’ transition densities. As explained above, the Metropolis-coupled MCMC algorithm is also wasteful, but it has the advantage that it may be implemented on a parallel processing machine, greatly reducing the run time of the algorithm. Thus, the Metropolis-coupled MCMC algorithm might generally be preferred over simulated tempering.

4.2. Continuous time processes

Continuous time Markov processes were motivated by the need to produce ‘intelligent’ and problem-specific proposal distributions for the Metropolis–Hastings algorithm. Many methods come from the physics literature, where the idea of energy gradients are used to choose the most suitable directions for updating. See Neal (1993) for an excellent review of such methods. The
essential idea of continuous time Markov chains is that jumps from state to state occur at random times which are distributed exponentially. Inference from such chains is gained by recording successive states of the chain and weighting these values by the time spent in each state. However, such methods have yet to become popular in the MCMC literature.

There has, however, been some interest in the use of chains which approximate continuous time Markov chains. One approach to the problem of designing problem-specific proposal distributions for Metropolis–Hastings algorithms is to use what are known as Langevin algorithms. Such algorithms (which are derived from approximated diffusion processes) use information about the target distribution $\pi$ in the form of the gradient of $\log(\pi)$, to generate a candidate observation for the next state of the chain.

To describe these algorithms, let us first describe the underlying diffusion process. Consider a $k$-dimensional continuous time Markov chain, whose state at time $t$ is denoted by $X_t$, and which has stationary distribution $\pi$. We describe the diffusion process in terms of a stochastic differential equation, of the form

$$dX_t = dB_t + \frac{1}{2} \nabla \log \{ \pi(X) \} \, dt,$$

(10)

where $\nabla$ denotes the vector of partial derivatives with $i$th element $\partial / \partial X_i$, and $dB_t$ is an increment of $k$-dimensional Brownian motion; see Ikeda and Watanabe (1989), for example. Essentially, equation (10) says that, given $X_t$, $X_{t+dt}$ follows a multivariate normal distribution with mean $X_t + \frac{1}{2} \nabla \log \{ \pi(X) \} \, dt$ and variance matrix $I_k$ $dt$, where $I_k$ denotes the $k$-dimensional identity matrix.

It can be shown that this diffusion process will, under certain regularity conditions, have unique stationary distribution $\pi$; see Roberts and Tweedie (1995). The process $X$ is called the Langevin diffusion for $\pi$ and, in the context of MCMC sampling, is referred to as the unadjusted Langevin algorithm (ULA). Clearly, direct simulation of this process, in terms of infinitesimal time intervals, is impossible. Thus, we discretize the process and take time intervals of length $\delta > 0$. However, this discretization disturbs the convergence properties of the process, so it is necessary to ‘correct’ the algorithm by means of a Metropolis–Hastings rejection step, leading to the Metropolis-adjusted Langevin algorithm (MALA) as follows.

Given the current state of the process $X_t$, we generate a candidate state $Y$ via a multivariate normal distribution, with mean $X_t + \delta \mu(X)$ and variance matrix $\delta I_k$, where $\mu(X)$ is some vector-valued function of $X$. Then, we accept $Y$ as the state of the process at time $t + \delta$ with probability

$$\min \left( 1, \frac{\pi(Y)}{\pi(X)} \exp \left[ -\frac{1}{2} (\mu(Y) + \mu(X))' (2(Y - X) + \delta (\mu(Y) - \mu(X))) \right] \right).$$

(11)

The MALA is somewhat similar to the random walk Metropolis algorithm but with a proposal distribution which takes account of the gradient of $\log(\pi(\cdot))$, biasing the algorithm towards moves ‘uphill’, i.e. in the direction of the modes of $\pi$. The Metropolis–Hastings correction ensures that the process has the correct stationary density. However, the rate at which the process converges to the stationary distribution can be very slow; see Roberts and Tweedie (1995) and Roberts and Rosenthal (1996).

To improve the convergence properties of the MALA, a final modification is adopted, whereby the proposal mean is truncated to $X_t + \min[D, \frac{1}{2} \nabla \log \{ \pi(X) \}]$, for some constant $D > 0$, with a corresponding correction of the acceptance probability in expression (11). Thus, the Metropolis-adjusted truncated Langevin algorithm exhibits the desirable properties of both the random walk Metropolis algorithm and the Langevin proposal from the ULA. See Roberts and Tweedie (1995) and Neal (1993), for further discussion.
4.3. Dimension jumping algorithms

Occasionally, it is necessary to specify a model in such a way that the number of parameters in the model is, in itself, a parameter. Such problems often occur in the context of mixture modelling, where we may not know how many components are in the mixture, and so we require a Markov chain that can move between states of different dimensions, corresponding to the differing number of parameters associated with each plausible model.

Several methods have been proposed for tackling problems where it is necessary for our Markov chain to move between spaces of different dimension. Such problems commonly arise in mixture modelling (Richardson and Green, 1997), model choice (Green, 1995), image analysis, variable selection and changepoint analysis (Phillips and Smith, 1996; Grenander and Miller, 1994), for example.

MCMC methods for problems of this sort were first addressed by Grenander and Miller (1994) who proposed what were known as jump–diffusion algorithms. These were subsequently discussed by Phillips and Smith (1996) and work as follows. Let \((X, p)\) denote a continuous time Markov process, where \(p\) dictates the dimension of \(X\), perhaps corresponding to the number of components in a mixture, with parameters denoted by \(X\), for example. This process is constructed to combine a jump component, which allows discrete transitions between models (altering \(p\)) at random times, and a diffusion component, which updates the model-specific parameters (for a particular fixed \(p\)), in between these jumps. Green (1995) proposed a more general framework, known as the reversible jump MCMC (RJMCMC) method, which encompasses this diffusion method, as well as many other common techniques.

Simply put, the RJMCMC algorithm extends the basic Metropolis–Hastings algorithm to general state spaces, so that \(\pi\) becomes a general measure, rather than a density, and the proposal density \(q(x, y)\) is replaced by a proposal kernel \(q(x, dy)\). If we let \(x\) denote the state variable, which lies in some subspace \(C_1 \subseteq C\) say, and let \(\pi(dx)\) denote the target probability measure (as opposed to target density), then we can consider a countable family of move types, which we label \(m = 1, 2, \ldots\). When the current state is \(x \in C_1 \subseteq C\), both a move type \(m\) and candidate observation \(y \in C_2 \subseteq C\), say, are proposed, with joint distribution \(q_m(x, dy)\). The move is then accepted with probability

\[
\alpha_m(x, y) = \min \left\{ 1, \frac{\pi(dy) q_m(y, dx)}{\pi(dx) q_m(x, dy)} \right\}.
\]  

(12)

This probability is rigorously defined, subject to a ‘dimension matching’ condition on \(q_m(x, dy)\) (Green, 1995) that effectively matches the degrees of freedom of joint variation of \(x\) and \(y\) as the dimension changes with the number of parameters under different models.

Green (1995) provided a ‘template’ for dimension-changing moves. Suppose that a move of type \(m\) is proposed, from \(x\) to a point \(y\) in a higher dimensional space. This will very often be implemented by drawing a vector of continuous random variables \(u\), independent of \(x\), and setting \(y\) to be a deterministic and invertible function \(y(x, u)\). The reverse of the move (from \(y\) to \(x\)) can be accomplished by using the inverse transformation, so that, in this direction, the proposal is deterministic, once \(m\) has been chosen. Thus, if \(\pi(dx) q_m(x, dy)\) has a finite density with respect to some symmetric measure on \(C \times C\), then we can generate the pair \((m, y) \sim f_m(x, y)\), the joint density of \(m\) and \(y\), given the current state \(x\), in which case the acceptance probability in equation (12) becomes

\[
\min \left\{ 1, \frac{p(y) r_m(y)}{p(x) r_m(x) q(u)} \bigg| \frac{\partial y}{\partial(x, u)} \right\},
\]
where \( v_m(x) \) is the probability of choosing move type \( m \) when in state \( x \), \( q(u) \) is the density function of \( u \) and \( p(x) \) denotes the posterior density of \( x \) under \( \pi \) (see Green (1995) for further details, together with technical details and conditions). The final term in the ratio above is a Jacobian arising from the change of variable from \((x, u)\) to \(y\).

To provide a more intuitive description, let us consider a simple example provided by Green (1995). Suppose that we have just two subspaces \( C_1 \) and \( C_2 \) of dimension 1 and 2 respectively. Now assume that we are currently in state \((x_1, x_2) \in C_2\). A plausible dimension-changing move might be to propose \( y = \frac{1}{2}(x_1 + x_2) \) as the new state. For detailed balance to hold, the reverse move must be fixed so that, given that the chain is in state \( x \), the only plausible move is to \((y_1, y_2)\), where \( y_1 = x - u \) and \( y_2 = x + u \), i.e. so that \( \frac{1}{2}(y_1 + y_2) = x \). Note that this dimension matching strategy might also be thought of as a simple moment matching mechanism, which may easily be generalized to more complex problems, as we shall see in Section 5.3.

The RJMCMC method provides a general framework, encompassing many other well-known algorithms. For example, when we consider only subspaces of the same dimension, the RJMCMC algorithm reduces to the random scan Metropolis–Hastings algorithm. In the case of point processes, the RJMCMC method encompasses the method proposed by Geyer and Møller (1994). Similarly, and as we mentioned above, the jump–diffusion processes of Grenander and Miller (1994) and Phillips and Smith (1996) can also be thought of as special cases of the RJMCMC method, where the moves within subspaces are made by continuous time diffusion processes.

Having discussed the wide range of implementations of MCMC methodology, and some of the most important implementational issues regarding their practical application, in the next section we discuss how they may be applied to particular problems to illustrate how some of the practical issues arise and are dealt with in a few different contexts.

5. Applications

In this section, we examine some specific modelling problems and explain how MCMC methods can be used to fit models of each type. We begin with a simple model to highlight the general approach to MCMC-based model fitting, before discussing more complex problems and the various implementational and practical issues associated with MCMC methodology in general.

5.1. A simple changepoint model

To explain, in greater detail, exactly how to formalize statistical problems for use with MCMC algorithms, we follow Buck et al. (1993) who used a non-linear regression model with a single changepoint, to describe the shape of prehistoric corbelled tombs.

Data were collected concerning the shapes of corbelled tombs at sites throughout the Mediterranean. The data consist of a series of measurements of depth from the apex of these tombs, \( d \), and the corresponding radius \( r \); see Buck et al. (1993, 1996) and Fig. 2. Having obtained data from tombs at different sites, we try to model the data from each tomb separately, to ascertain whether or not different civilizations used similar technologies to construct the tombs, resulting in tombs of similar shapes and therefore models with similar fitted parameters.

We adopt the model

\[
\log(r_i) = \begin{cases} 
\log(\alpha_1) + \beta_1 \log(d_i + \delta) + \epsilon_i & 0 \leq d_i < \gamma, \\
\log(\alpha_2) + \beta_2 \log(d_i + \delta) + \epsilon_i & \gamma \leq d_i,
\end{cases}
\]

with the constraint that
Fig. 2. Shape of the inside of an ideal corbelled tomb with a capping stone: ---, true apex stone

\[ \beta_1 > \beta_2 > 0, \quad (13) \]

to ensure that the tomb wall is steeper above the changepoint (at depth \( \gamma \)) and, for continuity at \( d = \gamma \), we set

\[ \beta_2 = \beta_1 + \frac{\log(a_1/a_2)}{\log(\gamma + \delta)}. \]

Hinkley (1969, 1971) has described the maximum likelihood approach to this problem, whereas a Bayesian approach is described by Smith and Cook (1980). We assume that the errors \( \epsilon_i \) are IID standard normal variates, and that the depths are ordered \( d_1 < \ldots < d_n \), with \( d_{i*} < \gamma < d_{i*+1} \) for some \( 1 < i* < n \), where both \( \gamma \) and \( i* \) are unknown. The likelihood is then given by

\[
L = \frac{1}{\sigma^n} \exp \left[ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \left\{ \ln(r_i) - \ln(\alpha_i) - \beta_1 \ln(d_i + \delta) \right\}^2 \right] \\
\times \exp \left[ -\frac{1}{2\sigma^2} \sum_{i=i*+1}^{n} \left\{ \ln(r_i) - \ln(\alpha_i) - \beta_1 \ln(d_i + \delta) - \frac{\ln(a_1/a_2) \ln(d_i + \delta) - \ln(\gamma + \delta)}{\ln(\gamma + \delta)} \right\}^2 \right]. \quad (14)
\]

Thus, we have a six-parameter model with parameters \( \sigma, \gamma, \delta, \beta_1, \alpha_1 \) and \( \alpha_2 \). The likelihood surface is ill suited to analysis by conventional methods. For example, the continuous parameter \( \gamma \) defines the ranges of the summation of the exponent sums of squares so the likelihood surface may be only piecewise continuous with discontinuities at the data ordinates. However, in the context of the Gibbs sampler, for example, such problems disappear.

Given the likelihood function of equation (14) and, if we assume a uniform prior for \( \sigma^2 \), then the posterior will be proportional to this likelihood. If we let \( \tau = \sigma^{-2} \), then we can see that the conditional posterior distribution is proportional to

\[ \tau^{n/2} \exp(-A\tau/2) \]

where
\[ A = \sum_{i=1}^{n} \left\{ \ln(r_i) - \ln(\alpha_1) - \beta_1 \ln(d_i + \delta) \right\}^2 \\
+ \sum_{r=1, r \neq i}^{n} \left\{ \ln(r_i) - \ln(\alpha_2) - \beta_1 \ln(d_i + \delta) - \frac{\ln(\alpha_1/\alpha_2) \ln(d_i + \delta)}{\ln(\gamma + \delta)} \right\}^2. \]

Thus, the full conditional distribution of \( \tau \), given all the other parameters, is a gamma distribution, \( \tau \sim \Gamma(n/2 + 1, A/2) \), under the assumption of a uniform prior.

Similar results can be obtained for three of the other parameters, \( \alpha_1 \), \( \alpha_2 \) and \( \beta_1 \). For example, consider the conditional posterior distribution for \( \beta_1 \). Ignoring all terms not involving \( \beta_1 \), the likelihood is proportional to

\[
\exp\left[ -\frac{1}{\sigma^2} \sum_{i=1}^{n} \beta_1 \ln(d_i + \delta) \left\{ \ln(r_i) - \ln(\alpha_1) - \frac{1}{2} \beta_1 \ln(d_i + \delta) \right\} \right] \\
\times \exp\left[ -\frac{1}{\sigma^2} \sum_{r=1, r \neq i}^{n} \beta_1 \ln(d_i + \delta) \left\{ \ln(r_i) - \ln(\alpha_2) - \frac{1}{2} \beta_1 \ln(d_i + \delta) - \frac{\ln(\alpha_1/\alpha_2) \ln(d_i + \delta)}{\ln(\gamma + \delta)} \right\} \right],
\]

which can be manipulated to be of the form of a normal distribution with mean

\[
\mu = \frac{\nu^2}{\sigma^2} \sum_{i=1}^{n} \ln(d_i + \delta) \ln(r_i) - \ln(\alpha_1) \sum_{i=1}^{n} \ln(d_i + \delta) \\
- \sum_{r=1, r \neq i}^{n} \left\{ \ln(\alpha_2) \ln(d_i + \delta) \left( 1 - \frac{\ln(d_i + \delta)}{\ln(\gamma + \delta)} \right) + \frac{\ln(\alpha_1) \ln(d_i + \delta)^2}{\ln(\gamma + \delta)} \right\}
\]

and variance

\[
\nu^2 = \frac{\sigma^2}{\sum_{i=1}^{n} \ln(d_i + \delta)^2}.
\]

Thus, with a uniform prior, the posterior conditional will be a truncated normal distribution, with parameters \( \mu \) and \( \nu^2 \). In a similar manner, the full conditional distributions for parameters \( \alpha_1 \) and \( \alpha_2 \) can be shown to be log-normal distributions.

The conditional posterior distributions for \( \gamma \) and \( \delta \) are of non-standard form. The fact that the full conditionals for the majority of parameters are standard distributions suggests the use of the Gibbs sampler to sample from the posterior. Thus, we require some mechanism for sampling from the non-standard conditional distributions of \( \delta \) and \( \gamma \). This may be most easily performed via some form of univariate sampling method like those discussed in Section 2.1. For example, Buck et al. (1993) used the rejection sampling method to sample values for \( \gamma \) and \( \delta \). Alternatively, we could adopt a hybrid approach by introducing a Metropolis step into the sampling algorithm for these parameters, as described in Section 2.3. For example, we could choose a univariate normal proposal distribution for \( \delta \) and \( \gamma \), with appropriate mean and variance, and then use a single Metropolis-Hastings update step each time that either of the conditionals for these parameters would have been used in the Gibbs sampler algorithm.

One additional complication with this model is that we require that the parameters satisfy the order constraint (13). This difficulty may be overcome by sampling from the unconstrained conditionals, but rejecting sampled points which fail to satisfy this condition. In general, this may be a somewhat wasteful method and may lead to slow mixing, but for this example Buck et al. (1993) stated that this appears not to be the case. In the case of parameter \( \beta_1 \) for example, and given that its value lies in the range \([a, b]\), an alternative approach is to sample a uniform random
variable \( u \) between \( \Phi \{ (a - u)/v \} \) and \( \Phi \{ (b - \mu)/v \} \) and set \( \beta_1 = \Phi^{-1}(u) \), where \( \Phi \) denotes the standard normal cumulative density function. This dispenses with the potentially wasteful rejection of observations from the unconstrained density, with little added computational expense. However, the cumulative density function and its inverse may not always be available for all densities from which we may need to sample and so the rejection method may often be required.

Having seen how posterior distributions may be both derived and sampled, we now discuss a second example, in which we briefly outline how a finite mixture distribution may be modelled via MCMC sampling, and focus on the interpretation of the resulting output in terms of what information it provides regarding the performance of the sampler.

### 5.2. Finite mixture distributions with a fixed number of components

The Bayesian implementation of finite mixture distributions has been an area of considerable interest within the literature; see Titterington et al. (1985), McLachlan and Basford (1988), Diebolt and Robert (1994), Nobile (1994), Robert (1995), Mengersen and Robert (1996) and Feng and McCulloch (1996), for example.

A \( k \)-component mixture model has density of the form

\[
 f(x) = \sum_{j=1}^{k} w_j \pi_j(x),
\]

where the \( \pi_j, j = 1, \ldots, k \), are densities which are known at least up to some multiplicative constant, and the proportions \( w_j, j = 1, \ldots, k \), are such that \( \sum_{j=1}^{k} w_j = 1 \).

For each density \( \pi_j \), we have a set of parameters \( \theta_j \) (which includes \( w_j \)) and, given data \( x_1, \ldots, x_n \), we introduce hyperparameters denoted by \( z_i, i = 1, \ldots, n \), where the \( z_i \in \{1, \ldots, k\} \) are indicator variables assigning each observation to a particular component. Thus, we obtain a hierarchical model with conditional distributions of the form

\[
 p(z_i = j) = w_j,
\]

\[
 x_i | z_i \sim \pi(x | \theta_{z_i}).
\]

For example, suppose that \( \pi_j, j = 1, \ldots, k \), denotes a normal distribution with mean \( \mu_j \) and variance \( \sigma_j^2 \). Then, Diebolt and Robert (1994) suggested conjugate priors for the parameters of the form

\[
 W \sim D(\alpha_1, \ldots, \alpha_k),
\]

\[
 \mu_j | \sigma_j \sim N(\nu_j, \sigma_j^2/n_j),
\]

\[
 \sigma_j^{-2} \sim \Gamma(\phi_j, \phi_j^2),
\]

where \( D(\cdot) \) denotes the Dirichlet distribution and \( n_j \) denotes the number of observations assigned to component \( j \). Note that the prior specification for the \( \sigma_j \) is often (and equivalently) expressed as an inverse Wishart distribution (Robert, 1995), but we retain the inverse gamma distribution here, for simplicity. We may represent the model graphically, as in Fig. 3 which provides the DAG and conditional independence graph for the model. From the conditional independence graph we can see that the posterior distribution simplifies to give the Bayesian hierarchical model

\[
 p(x, \mu, \sigma, z, W) = p(W | \alpha) \ p(z | W) \ p(\sigma | \phi, s) \ p(\mu | \sigma, v) \ p(x | \sigma, \mu, z).
\]

Thus, it is a fairly straightforward matter to fit the observed data via the Gibbs sampler.
Bowmaker et al. (1985) analysed data on the peak sensitivity wavelengths for individual microspectrophotometric records on a set of monkeys' eyes. A subsequent analysis of the data for one particular monkey by Spiegelhalter et al. (1996c) made the assumption that each observation comes from one of two populations with common variance. We shall repeat the analysis of their data, imposing an order constraint on the two group means, for identifiability. (This point is further discussed in Section 5.3.)

Taking vague priors for all four parameters ($\mu_1$, $\mu_2$, $\sigma$ and $w$), we obtain the output provided in Fig. 4, by running the Gibbs sampler for 5000 iterations. The trace plots for all four parameters indicate a high dependence between successive iterations, which suggests a slow mixing or convergence rate. Plots of this type, where sustained jumps are observed in the raw output, often suggest that the sampler may be improved by reparameterizing, for example, and, in this case, the behaviour is well understood. Both Spiegelhalter et al. (1996c) and Robert (1995) highlighted the
fact that there is the possibility that at some point during the simulation a large proportion of (or even all) observations may be assigned to a single component, which creates a trapping state (or almost reducibility) of the chain. Essentially, when only a few observations are assigned to a particular component, the fit of this component to those observations is particularly good, creating a local mode in the posterior, from which it is difficult for the Gibbs sampler to escape.

This problem may be overcome by reparameterizing. Here, we set

$$f(x) = w N(\mu, \sigma^2) + (1 - w) N(\mu + \theta, \sigma^2),$$

with the restriction that $\theta > 0$, to ensure identifiability. This reparameterization creates some dependence between the two components and reduces the influence of this local mode, so that the sampler may move more freely through these formerly trapping states. This reparameterization was suggested by Robert (1995), who provides further discussion of this problem.

Fig. 5 shows the corresponding raw trace plots for the reparameterized model. This plot shows little of the dependence between successive iterations that was present in Fig. 4, suggesting that the Gibbs sampler’s performance is improved by reparameterizing. None of the trace plots of Fig. 5 appear to have settled to a stable value. This suggests that convergence may not yet have been achieved and is confirmed by using some of the convergence diagnostic techniques discussed in Section 3.1. For example, having run three independent replications of the chain, the method of Heidelberger and Welch (1983) indicates problems with the convergence of all four parameters. Similarly, the method of Raftery and Lewis (1992) suggests problems with the convergence of parameters $\mu_1$, $\mu_2$ and $\sigma$. Finally, the original method of Gelman and Rubin (1992) provides no evidence of a lack of convergence, but a plot of the numerator and denominator of their $R$-value (as suggested by Brooks and Gelman (1997)) clearly indicates that none of the parameters has converged even after 10000 iterations. In this case, it does not seem sensible to continue to run the chain (see Brooks and Roberts (1996)); rather it might be more sensible to take another look at
either the model or the model fitting process to examine what might be causing these convergence problems. For example, convergence may be improved if empty components are disallowed, so that both components always have at least one element.

We next consider another, related, example in which we allow the number of components, \( k \), to vary as an additional parameter in the model. This allows us to demonstrate how the RJMCMC algorithm may be implemented for problems of this sort and to discuss some of the practical issues associated with RJMCMC algorithms.

### 5.3. Finite mixture distributions with an unknown number of components

An interesting extension to the normal mixtures example can be obtained if we also allow the number of components to vary. This case is discussed by Richardson and Green (1997), who used an RJMCMC algorithm to fit the normal mixture model of Section 5.2 with a variable number of components. Here, we assume the following priors: 

\[
p(\sigma_j^2) \sim \Gamma(\phi, s^2), \quad p(\mu_j) \sim N(\nu_j, \kappa_j), \quad p(k) \sim \text{Po}(\lambda) \text{ and } p(p|k) \sim D(\alpha, \ldots, \alpha).
\]

The RJMCMC implementation follows the Gibbs sampler above for the first few steps at each iteration but also introduces a new step allowing for new components to be formed or old components to be deleted. Fig. 6 provides the corresponding graphical representation of the new model, from which the conditional independence graph and hence the necessary conditional distributions can be derived. The RJMCMC algorithm can be implemented via the following steps at each iteration:

1. Update the \( p_j, j = 1, \ldots, k \);
2. Update the \( \mu_j, j = 1, \ldots, k \);
3. Update the \( \sigma_j^2, j = 1, \ldots, k \);
4. Update the \( z_i, i = 1, \ldots, n \);
5. Split one component in two, or combine two into one, i.e., update \( k \).

Steps 1–4 can be performed as in the previous example, but the split or combine move involves altering the value of \( k \) and requires reversible jump methodology, since it involves altering the

![Graphical representation of a mixture model with an unknown number of components](image.png)

Fig. 6. Graphical representation of a mixture model with an unknown number of components
number of parameters in the model. As discussed in Section 4.3, we need to specify proposal distributions for these moves in such a way as to observe the dimension matching requirement of the algorithm. We can do this as follows.

We begin by randomly selecting either a split or a combination move, with probabilities $q_k$ and $1 - q_k$ respectively. If we choose to combine two adjacent components, $j_1$ and $j_2$ say, to form component $j^*$, then we reduce $k$ by 1, set $z_i = j^*$ for all $i \in \{i: z_i = j_1 \text{ or } z_i = j_2\}$ and pick values for $p_{j^*}, \mu_{j^*}$, and $\sigma_{j^*}^2$. New values are selected for the two components’ parameters, by matching the zeroth, first and second moments of the new component with those of the two components that it replaces, i.e.,

$$p_{j^*} = p_{j_1} + p_{j_2},$$
$$p_{j^*}\mu_{j^*} = p_{j_1}\mu_{j_1} + p_{j_2}\mu_{j_2},$$
$$p_{j^*}(\mu_{j^*}^2 + \sigma_{j^*}^2) = p_{j_1}(\mu_{j_1}^2 + \sigma_{j_1}^2) + p_{j_2}(\mu_{j_2}^2 + \sigma_{j_2}^2).$$

Thus, the choices are deterministic, once $j_1$ and $j_2$ have been selected.

So that the dimension matching requirement can be observed, the splitting move is essentially defined to be the reverse of the combination move described above. Richardson and Green (1997) proposed the following method. Randomly select a component $j^*$, which we shall split to form two new components $j_1$ and $j_2$. This is done by reversing the moment matching algorithm above, and selecting three random variables, $u_1, u_2, u_3 \in (0, 1)$ (perhaps uniformly or with beta distributions, as suggested by Richardson and Green (1997)). We then set the $p$- and $\mu$-values for the new components to be

$$p_{j_1} = p_{j^*}u_1 \quad \text{and} \quad p_{j_2} = p_{j^*}(1 - u_1),$$
$$\mu_{j_1} = \mu_{j^*} - u_2\sigma\sqrt{(p_{j_2}/p_{j_1})} \quad \text{and} \quad \mu_{j_2} = \mu_{j^*} - u_2\sigma\sqrt{(p_{j_1}/p_{j_2})},$$
$$\sigma_{j_1}^2 = u_2(1 - u_2)\sigma_{j^*}^2p_{j_2}/p_{j_1} \quad \text{and} \quad \sigma_{j_2}^2 = (1 - u_3)(1 - u_2)\sigma_{j^*}^2p_{j_1}/p_{j_2}.$$

Then, we check that two new components are adjacent, i.e. that there is no $\mu_i$ such that $\min(\mu_{j_1}, \mu_{j_2}) \leq \mu_i \leq \max(\mu_{j_1}, \mu_{j_2})$. If this condition is not satisfied, we automatically reject this move, since the split–combine pair could not possibly be reversible. If the proposed move is not rejected, then we use a step of the Gibbs sampler to reassign all those observations that we previously assigned to component $j^*$, setting $z_i = j_1$ or $z_i = j_2$, for all such observations.

Having proposed a particular split or combination, we then decide whether or not to accept the move proposed. Richardson and Green (1997) provided the acceptance probabilities that are associated with proposals of each type, but they can be quite difficult to derive, involving various density ratios, a likelihood and a Jacobian term. However, given the acceptance probabilities for univariate normal mixtures, the corresponding acceptance probabilities for similar mixture models (gamma mixtures, for example) can be obtained by substituting the appropriate density function in the corresponding expressions. For more difficult problems, symbolic computation tools are available which can simplify the problem and, in addition, Green (1995) has provided acceptance probabilities which can be used for several quite general problems, thereby avoiding the problem altogether in these cases.

Richardson and Green (1997) provided an analysis of three data sets via the method above. We shall not provide an additional example here but instead briefly discuss a few of the practical issues associated with this methodology.

In the fixed $k$ example, we imposed an order constraint on the component means for identifiability, i.e. so that component 1 was constrained to have the lower mean. A similar problem occurs in this case, which we call ‘label switching’. If we take a two-component mixture, with means $\mu_1$...
and $\mu_2$, it is quite possible that the posterior distributions of these parameters may overlap, and this creates a problem in analysing the output. If the means are well separated, then labelling posterior realizations by ordering their means should result in an identical labelling with the population. However, as the separation between the means decreases, label switching occurs, where observations are assigned the incorrect label, i.e. according to our labelling criterion they belong to one component, when in fact they belong to another. One way around this problem is to order not on the means but on the variances (in the heterogeneous case) or on the weights. In general the labelling mechanism can be performed after the simulation is complete and should generally be guided by the context of the problem in hand. Of course, this is not a problem if, in terms of posterior inference, we are interested only in parameters which are invariant to this labelling, such as the number of components in the mixture.

On a more practical note, if we run the RJMCMC algorithm with the five steps outlined above, this results in a slow mixing chain, for exactly the same reasons as with the fixed $k$ example. Occasionally, empty components will arise and the sampler will retain these for extended periods of time, preventing the sampler from mixing efficiently. To circumvent this problem, Richardson and Green (1997) introduced an additional step whereby empty components can be deleted from the model. Such moves must be reversible, so that empty components may also be created, but the introduction of this additional step greatly improves the mixing dynamics of the sampler.

This leads to an allied point of how we might formally determine how well the sampler is mixing and, indeed, how long the sampler should be run before it achieves stationarity. Traditional convergence assessment techniques are difficult to apply in this situation, since both the number of parameters and their interpretations are changing with time. One parameter that is not affected by jumps between different models is the $k$-parameter. To assess the convergence of this parameter alone is actually a very simple matter, since there are plenty of diagnostic methods for univariate parameters of this sort. Using such methods, one might first assess convergence of $k$ and then, once $k$ appears to have reached stationarity, look at convergence of the parameters for fixed $k$-values. However, it is likely that, even in a long run, some values of $k$ will not be visited very often and thus the assessment of convergence within such $k$ is almost impossible. Thus, the best approach to the assessment of convergence of such samplers is unclear; see Brooks (1997).

6. Discussion

It is clear that existing MCMC methods provide a powerful statistical tool and have revolutionized practical Bayesian statistics over the past few years. However, the implementation of many of these methods requires some expertise, and it is hoped that this paper, and associated references, cover many of the issues that potential practitioners should be aware of.

No review would be complete without some discussion of what the future holds for MCMC methods. Though considerable work is still being performed on implementational issues for example, perhaps the most exciting recent development is in the area of exact simulation.

One of the biggest drawbacks associated with MCMC methods is the problem of ascertaining the proximity of the distribution of any given Markov chain output to the target distribution. We have discussed how convergence diagnostic methods can be used to provide some reassurance that inference based on any given sample is reliable, but often different methods give contradictory or unclear conclusions. Thus, there is great interest in the construction of samplers for which this problem does not arise. Such samplers are known as exact samplers and some suggestions for such methods have recently been developed.

The original method was proposed by Propp and Wilson (1996) who used the idea of Markov chain coupling to generate a single observation from the target distribution. The method assumes
that we have a finite state space, with $n$ distinct states and transition probability $p_{ij}$ of going from state $i$ to state $j$, and that the stationary distribution of a Markov chain with these transition probabilities is $\pi$. Each transition from state $X^t$ to $X^{t+1}$ is assumed to be based on a single random vector $u^t$, uniquely defining a random map from the state space to itself, so that the next state of the chain can be written as a deterministic function of the present state and this random observation, i.e.

$$X^{t+1} = \phi(X^t, u^t),$$

for some function $\phi$. The method proceeds as follows.

We begin by selecting a sequence of random ‘seeds’ \{\(u^t: t = 0, -1, -2, \ldots\)\} and running a set of $n$ chains (one started from each of the $n$ distinct states) for $N$ iterations, beginning at time $-N$ and ending at time 0. For each point in the state space, we run a single Markov chain using that point as a starting value at time $-N$ and examine the states of these chains at time 0. At some point during the simulation, some of the sample paths may have met and coalesced. If all the chains have coalesced, then the set of final states at time 0 will consist of only a single point $i^*$, say. In this case, the final state of each of the chains at time 0 will have no dependence on their starting points. Thus, it follows that the distribution of the state $i^*$ will be the target distribution, and we will have obtained a single observation from $\pi$. If all chains have not coalesced by time 0, then we restart the chains at time $-2N$ and run them again until time 0, retaining the same $u^t$-sequence. We continue to double the length of the simulation, until all chains have coalesced by time 0.

The advantage of this approach is that, if all the chains coalesce, then the distribution of their common state at time 0 (and therefore all subsequent states) will be exactly the target distribution. Thus, the need for convergence diagnostics and the like is removed. An obvious disadvantage of this approach is the computational burden associated with running $n$ parallel chains, which may be prohibitively high in many practical applications. This problem may be overcome in the case where the state space has a partial ordering. In this case, the state space will have two (or more) extreme states and, if the simulation itself is monotonic, we can run chains from only these states in the knowledge that, when these chains converge, so also will all chains started at intermediate states. Thus, we greatly reduce the number of chains that we need to simulate. Several examples of this are presented in the literature; see Kendall (1996), Haggstrom et al. (1996) and Møller (1997).

The implementation of Propp and Wilson’s (1996) exact simulation idea has subsequently been extended to non-finite state spaces and several researchers have provided further studies of these methods; see Haggstrom et al. (1996), Cai (1997), Foss and Tweedie (1997) and Murdoch and Green (1997). Though current exact simulation methods tend to be limited in their applicability, the idea of exact sampling promises to become an active area of future research, and it is clear that practical simulation procedures of this sort will eventually become available.
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